
1 INTRODUCTION 

Civil and industrial infrastructure requires routine in-
spections to maintain safety standards. Manual in-
spections can be time-consuming, labor-intensive, 
costly, potentially hazardous, and may suffer from in-
consistencies, owing to repetitive tasks, declining 
productivity, and subjective judgment (Halder & Af-
sari 2023). Moreover, the construction industry faces 
labor shortage, escalating labor costs, and low 
productivity levels (Barbosa et al. 2017), which fur-
ther hinder the frequency and efficiency of manual in-
spections. To enhance the efficiency and reliability of 
construction and industrial inspection processes, the 
adoption of automated inspections using robots is a 
promising direction (Smarsly & Dragos 2024). Spe-
cifically, quadruped robots are increasingly being de-
ployed for automated inspections, due to advanced lo-
comotion techniques offering improved 
maneuverability and adaptability to different environ-
ments (Smarsly et al. 2023).  

Typically, robotic inspection processes involve 
operators remotely controlling robots to navigate 
through dynamic infrastructure and to collect sensor 
data (Delmerico et al. 2022). The sensor data is ana-
lyzed by trained inspectors. However, remote robot 
control is resource-intensive and dependent on the 
skills and availability of specialized operators. By 
contrast, automated inspection processes include 

specialized operators teaching robots to perform in-
spection tasks, enabling the robots to repeat the in-
spection tasks. Automated inspection processes are 
efficient in static or less dynamic environments, but 
dynamic and constantly changing environments, such 
as construction sites, are challenging for automated 
inspection processes. In dynamic environments, 
mixed reality (MR) solutions may bridge the gap by 
accommodating new environments and enable opera-
tors, even less experienced operators, to control the 
robots (Holly et al. 2022). 

Several studies have investigated controlling 
quadruped robots using MR. In Cruz Ulloa et al. 
(2023), for example, an MR system to assist rescuers 
during search and rescue operations is presented. The 
MR system allows operators to control quadruped ro-
bots and manage visual sensor data in post-disaster 
settings, alerting the operators upon victim detection. 
In Delmerico et al. (2022), Azure Spatial Anchors 
(ASA) are utilized to design an inspection mission us-
ing the Spot quadruped robot. ASA enable the attach-
ment of digital content, stored in the cloud, to specific 
physical world points in MR. Human operators, 
equipped with an MR headset, place holographic 
markers for Spot to follow during the inspection mis-
sions. In Quesada & Demiris (2022), ASA are used to 
align the coordinate frames of Spot and the MR head-
set, allowing to converse between the frames. How-
ever, ASA require cloud connectivity and a pre-
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mapped environment. Cloud connectivity may not be 
guaranteed in shielded and remote environments, and 
pre-mapping may be cumbersome and not feasible in 
dynamic environments. 

To bridge the gap between adapting to changing 
environments and enabling operators with less exper-
tise to control robots, this study presents an MR-based 
human-robot interaction (HRI) framework for con-
struction and industrial inspection. The MR-based 
HRI framework is designed for intuitive and hands-
free teleoperation of quadruped robots. Operators in-
teract in real-time with virtual models of quadruped 
robots, augmented in the real world, using an MR 
headset to provide goal poses and to command further 
actions to the robots. The HRI framework allows to 
adapt inspection tasks effectively and user-friendly to 
changing environments and provides operators with 
useful information about the robots and inspection re-
sults displayed on MR headsets.  

The remainder of the paper is organized as follows. 
In the next section, Section 2, the methodology and 
implementation of the HRI framework is described. 
In Section 3, tests in an office environment are con-
ducted to validate the HRI framework and results are 
given and discussed. Section 4 summarizes and con-
cludes the paper.  

2 A HUMAN-ROBOT INTERACTION 
FRAMEWORK BASED ON MIXED REALITY 

This section provides a detailed overview of the HRI 
framework, proposed to facilitate intuitive and hands-
free control of quadruped robots and user-friendly 
and effective teaching of inspection missions using 
MR headsets. In the first subsection, the coordinate 
alignment of MR headsets and quadruped robots is 
described. Subsequently, in the second subsection, ro-
bot actions devised to record and perform inspection 
missions are covered. The third subsection closes 
with information on the implementation of the HRI 
framework. 

2.1 Coordinate alignment of mixed reality headsets 
and quadruped robots 

Controlling robots in MR requires shared reference 
frames between robots and MR headsets. The shared 
reference frames are established through colocaliza-
tion. The MR-based framework presented in this 
study employs fiducial markers for colocalization. By 
observing a fiducial marker with cameras embedded 
in both an MR headset and a robot, a coordinate trans-
form from the MR headset frame to the robot frame 
is obtained. The coordinate transform allows translat-
ing goal poses commanded in the MR headset frame 
to the quadruped robot frame, and translating spatial 
information obtained from the quadruped robot to the 
MR headset frame. 

The coordinate alignment process is illustrated in 
Figure 1. The quadruped robot frame {Q} is fixed to 
the quadruped robot, and the MR headset frame {H} 
is fixed to the MR headset. At startup, both the quad-
ruped robot and the MR headset establish static coor-
dinate frames at their starting locations, denoted as 
{QO} and {HO}, respectively. While moving, both 
devices consult sensor data to compute the odometry, 
i.e., to estimate the current pose in the respective 
static coordinate frame. The current pose of the quad-
ruped robot, with respect to its origin frame, is de-
noted as the dynamic transformation 𝑻𝑄 

𝑄𝑂 . The cur-

rent pose of the MR headset with respect to its origin 
frame is denoted as the dynamic transformation 

𝑻𝐻 
𝐻𝑂 . If both cameras (embedded in the quadruped 
robot and the MR headset) are facing and detecting 
the same fiducial tag aligned with the fiducial tag 
frame {F}, a static transformation between the coor-
dinate frames can be computed using Equation 1, 

𝑻𝐻𝑂 
𝑄𝑂 = 𝑻𝑄 

𝑄𝑂  𝑻𝐹 
𝑄  𝑻𝐹

−1
 

𝐻  𝑻𝐻
−1

 
𝐻𝑂 , (1) 

where 𝑻𝐻𝑂 
𝑄𝑂  denotes the static transformation from 

the origin of the quadruped robot frame to the origin 
of the MR headset frame, 𝑻𝐹 

𝐻  denotes the dynamic 
transformation from the MR headset frame to the fi-
ducial tag frame, and 𝑻𝐻 

𝐻𝑂  denotes the dynamic 
transformation from the origin of the MR headset 
frame to the MR headset frame. The static transfor-
mation 𝑻𝐻𝑂 

𝑄𝑂  allows translating coordinates and 
poses between the quadruped robot and the MR head-
set. 

{QO} {HO}

{H}{Q}
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QOTQ

QTF
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QOTHO

Frames:

{QO} Origin of quadruped robot {HO} Origin of MR headset

{Q} Quadruped robot {H} MR headset

{F} Fiducial tag

Figure 1. Coordinate alignment of the quadruped robot and the 

MR headset. 

 



2.2 Robot actions 

For intuitive, hands-free teleoperation of robots, sub-
stituting the traditional remote control, and for user-
friendly and effective recording of inspection mis-
sions, four actions, described in the following para-
graphs, are employed in the HRI framework, namely 
 

i. walk to goal,  
ii. follow MR headset,  

iii. record mission, and 
iv. replay mission. 

 
The walk to goal action is used to command single 

goal poses intuitively to robots. Operators wearing 
the MR headset interact with a virtual model of the 
robot and place it to a desired location. Upon confir-
mation, the real robot moves to match the goal pose 
of the virtual robot. 

The process of commanding goal poses to a quad-
ruped robot in the walk to goal action is visualized in 
Figure 2. Operators wearing the MR headset interact 
with the virtual model of the quadruped robot, at-
tached with the goal pose frame {G}, in multiple 
ways. Specifically, operators may use far interaction 
pointers to select locations, and grab and position the 
virtual robot model and adjust the model with both 
hands as desired. The virtual model of the quadruped 
robot is referenced in the origin of the MR headset 
frame {HO}, denoted by the transformation 𝑻𝐺 

𝐻𝑂 . 
Upon confirming the goal pose visualized by the vir-
tual model of the robot, the goal pose is transformed 
to the origin of quadruped robot frame {QO}, denoted 
by 𝑻𝐺 

𝑄𝑂 , using Equation 2: 

𝑻𝐺 
𝑄𝑂 = 𝑻𝐻𝑂 

𝑄𝑂  𝑻𝐺 
𝐻𝑂  (2) 

With the goal pose being defined in the origin of the 
quadruped robot frame, the quadruped robot plans a 
collision-free path from its current pose to the goal 
pose and follows the path. 

In the follow MR headset action, robots follow the 
operator wearing the MR headset while keeping a de-
termined distance. The follow MR headset action of-
fers hands-free control of the quadruped robot and re-
quires nothing but “start” and “stop” inputs from the 
operator. To follow the operator, the quadruped robot 
computes the transformation from the origin of quad-
ruped robot frame {QO} to the MR headset frame 
{H}, denoted as 𝑻𝐻 

𝑄𝑂 , by leveraging the coordinate 
alignment 𝑻𝐻𝑂 

𝑄𝑂 : 

𝑻𝐻 
𝑄𝑂 = 𝑻𝐻𝑂 

𝑄𝑂  𝑻𝐻 
𝐻𝑂  (3) 

The quadruped robot plans its movement accordingly 
and maintains a fixed distance between its position 
and the position of the MR headset, both defined in 
the origin of quadruped robot frame. 

The record mission action can be combined with 
the walk to goal and follow MR headset actions. Dur-
ing mission recording, robots record a map of the 

environment and log multiple goal poses and inspec-
tion tasks, such as collecting sensor data or taking 
photos.  

Finally, the replay mission action allows to replay 
missions previously recorded using the record mis-
sion action. The replay mission action facilitates per-
forming automated robotic inspections. 

2.3 Implementation 

The HRI framework is implemented on the Microsoft 
HoloLens 2 (HL2) MR headset (Microsoft 2024) and 
the quadruped robot Spot from Boston Dynamics 
(Boston Dynamics 2020). The Robot Operating Sys-
tem (ROS) (Quigley et al. 2009) is used to handle 
communication between the HL2 and Spot. The ROS 
tf2 library is employed to calculate the transfor-
mations. 

A user interface (UI) application for controlling 
Spot with the HL2 and displaying information rele-
vant to the operator is implemented and designed in 
the Unity game engine, using the Microsoft Mixed 
Reality Toolkit (MRTK) (MixedRealityToolkit 
2024). After starting the application, the operator is 
prompted to enter an IP address to connect to a Spot. 
Upon successfully establishing connection between 
the HL2 and Spot the operator is prompted to execute 
the coordinate alignment process.  

The coordinate alignment utilizes ArUco marker 
for fiducial tags (Garrido-Jurado et al. 2014). It is to 
be noted that Unity employs left-handed y-up z-for-
ward coordinate systems, while ROS employs right-

Figure 2. Commanding goal poses to the quadruped robot in the 

walk to goal action. 
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handed z-up x-forward coordinate systems. There-
fore, the pose of ArUco markers detected from the 
HL2 are transformed to a right-handed coordinate 
system for further computations. To guide the opera-
tor in the coordinate alignment process, visual confir-
mations of the ArUco marker detected by Spot and 
the HL2 are displayed to the operator, as illustrated in 
Figure 3. The video stream of the camera of Spot is 
displayed to the operator including a coordinate sys-
tem, if an ArUco marker is detected. The coordinate 
system corresponds to the transformation 𝑻𝐹 

𝑄  and 
should lie in the middle of the ArUco marker. If the 
ArUco marker is detected from the HL2, a virtual 
marker is overlaid to match the real ArUco marker, 
corresponding to the transformation 𝑻𝐹 

𝐻 . The opera-
tor confirms the coordinate alignment, if both mark-
ers are detected accurately, resulting in computing 

𝑻𝐻𝑂 
𝑄𝑂  according to Equation 1. Upon confirming the 
coordinate alignment, the operator is displayed with 
the main menu of the UI application.  

The main menu of the UI application shows useful 
information of Spot, such as connectivity status, cur-
rent battery charge percentage, and estimated battery 
runtime. Furthermore, the main menu contains but-
tons to execute the four robot actions described in 
Section 2.2. 

The actions are implemented on Spot using the 

Spot SDK (Boston Dynamics 2024). The Spot SDK 

facilitates the teleoperation, localization, mapping, 

navigation, and autonomy functionalities for Spot. On 

the MR headset, each action opens a UI panel with 

short instructions, options, and visual feedback to the 

operator. An example of the walk to goal action is 

given in Figure 4, where the virtual model of Spot, i.e. 

the goal, stands next to the real Spot. The follow MR 

headset action UI panel includes two buttons, one to 

start the MR headset following, and one to stop the 

MR headset following. The record mission action UI 

panel includes three buttons. The first button starts a 

new mission recording, including recording a map, 

tracking actions and locations of the actions. The sec-

ond button ends the mission recording and saves the 

map, actions, and locations. The third button opens a 

menu of all possible actions during the mission re-

cording. Possible actions are the walk to goal action, 

the follow MR headset action, collecting sensor data 

for inspection purposes, and inbuilt functions of Spot, 

such as to sit and stand. The replay mission action of-

fers two buttons, one to load missions previously rec-

orded using the record mission action, and one to re-

play the mission loaded by the first button. 

3 VALIDATON AND RESULTS 

This section describes the validation tests and the test 
results, to assess the accuracy of the HRI framework. 
The accuracy is influenced by the coordinate align-
ment step described in Section 2.1. Furthermore, the 
intuitiveness and effectiveness of the HRI framework 
is discussed. 

The validation tests are conducted in a dynamic in-
door office environment with multiple people walk-
ing through the corridors and offices. First, an opera-
tor wearing the HL2 conducts the coordinate 
alignment step. Then, the operator starts the record 
mission action. During the action, Spot is commanded 
to navigate to three goal poses using the walk to goal 
action. Ground truth of the goal poses is provided by 
cardboard boxes cut to the dimensions of the outline 
of Spot, devised to fix the goal poses in the real world. 
Next, the operator places the virtual Spot accurately 
to align with the edges of the cardboard boxes. Then, 
offsets of the real Spot assuming the goal poses are 
measured with a tape measure from the central edge 
of the cardbox to the center of the head of the real 
Spot. In between commanding the goal poses, Spot is 
commanded to follow the operator wearing the HL2 
using the follow MR headset action. After teaching 
the three goal poses, the mission recording is stopped, 
saving the goal poses and the map of the environment 
in a mission. The mission is subsequently replayed by 
Spot six times using the replay mission action. During 
mission replay, the accuracy of the goal poses is 

Figure 4. Virtual Spot (front right) representing a goal pose for 

the real Spot (back left) in the walk to goal action. 

Figure 3. ArUco marker detection for coordinate alignment. 



evaluated by extracting coordinates from the odome-
try of Spot at the goal poses.  

The map recorded during the record mission ac-
tion including the three goal poses {G1}, {G2}, and 
{G3} is shown in Figure 5. Figure 6 illustrates the 
alignment of the real Spot and the virtual Spot at 
{G1}. The offsets measured are presented in Table 1, 
given in the respective {G} coordinate frames.  

 
Table 1. Offsets of the real Spot to the virtual Spot at 
the goal poses during mission recording. 

  {G1}  {G2}  {G3} 

  x [m]  y [m]  x [m]  y [m]  x [m]  y [m] 

Offset  0.027  0.042  0.035  0.040  0.025  0.037 

 
The results of the six replay mission actions are 

presented in Table 2 and visualized in Figure 7. The 
coordinates at the goal poses are given in the origin 
of quadruped robot frame {QO} and are extracted 
from the odometry of Spot 𝑻𝑄 

𝑄𝑂 . The validation test 

results in a mean distance offset of 0.407 m from the 
ground truth with a standard deviation of 0.196 m.  

 
Table 2. Coordinates of Spot at the goal poses in the 
mission replays. 

  {G1}  {G2}  {G3} 

  x [m]  y [m]  x [m]  y [m]  x [m]  y [m] 

Truth  0.015  4.755  1.590  4.913  -2.218  5.527 
Replay 1  -0.034  4.935  1.579  5.064  -2.255  5.576 
Replay 2  -0.130  5.080  1.598  5.153  -2.181  5.645 
Replay 3  -0.329  5.150  1.759  5.298  -2.168  5.790 
Replay 4  0.122  5.266  1.739  5.401  -2.076  5.836 
Replay 5  -0.049  5.358  1.656  5.576  -2.148  5.970 
Replay 6  0.008  5.431  1.661  5.617  -2.166  6.039 

 
In summary, the validation test results show off-

sets in the goal poses commanded by the operator 
wearing the HL2 and the goal poses assumed by Spot. 
The offsets derive from multiple factors, described in 
the following two paragraphs.  

The offsets are affected by the accuracy of the 
ArUco marker detection, which in turn is affected by 
lighting, the size of the marker, the distance to the 
marker, and movement. Head movement cannot be 
fully prevented when confirming the coordinate 
alignment, which may affect the ArUco marker de-
tection accuracy from the HL2. Furthermore, the 
odometry of the HL2 and Spot exhibit small drift over 
time. The effect of drift is amplified by computing the 
odometry in two different frames, {QO} for Spot and 
{HO} for the HL2, which are connected by the 

Figure 5. Map with goal poses recorded during the record mis-

sion action. 

Figure 7. Results of the replay mission validation tests. Figure 6. Alignment of the virtual and the real Spot at {G1} 

during mission recording. 



transformation 𝑻𝐻𝑂 
𝑄𝑂  computed at the location of the 

ArUco marker. Errors in orientation of 𝑻𝐻𝑂 
𝑄𝑂  result 

in offsets accumulating with increasing distance to 
the ArUco marker.  

The offsets in the mission replays may result from 
the map recorded shown in Figure 5, which exhibits 
significant noise. The noise partly originates from dy-
namic objects, such as persons moving around during 
map recording. Furthermore, the map is created using 
camera data, which can be challenging in office envi-
ronments with featureless white walls and glass walls, 
respectively. Facilitating an additional light detection 
and ranging (LiDAR) sensor may improve the map 
recording process and map quality. The map quality 
directly impacts the localization and navigation accu-
racy of Spot. 

Regarding the goals of implementing intuitive and 
user-friendly capabilities, from the subjective experi-
ence of the operator during the mission recording, the 
HRI framework offers intuitive and hands-free con-
trol of Spot. The HRI framework allows recording in-
spection missions user-friendly and effective. Point-
ing with fingers or dragging and dropping the virtual 
model to goal poses provides a more intuitive control 
method compared to traditional remote controls. The 
follow MR headset action allows the operator hands-
free teleoperation. Visual confirmations in the UI ap-
plication inform the operator about the success or fail-
ure of the coordinate alignment and the execution of 
actions. 

4 SUMMARY AND CONCLUSIONS 

To maintain safety standards, civil and industrial in-
frastructure requires periodic inspections. Quadruped 
robots are increasingly adopted to perform automated 
inspections to enhance the efficiency and reliability 
of infrastructure. Dynamic environments present 
challenges to automated robotic inspections, requir-
ing skilled operators to modify the inspection mis-
sions.  

In this study, an MR-based HRI framework has 
been presented, easing the teleoperation of quadruped 
robots and the recording of inspection missions. Op-
erators wearing an MR headset command goal poses 
to quadruped robots by interacting with a virtual 
model of the robot, record and replay inspection mis-
sions, and receive information from the robot dis-
played in an UI application. Commanding goal poses 
is enabled by a coordinate alignment step, where the 
detection of a fiducial tag by the quadruped robot and 
the MR headset allows computing a transformation 
between the two devices. Validation tests have been 
devised, highlighting the intuitive and hands-free 
control of quadruped robots and user-friendly and ef-
fective recording of inspection missions.  

In conclusion, the HRI framework offers an intui-
tive, user-friendly, and effective solution for 

controlling robots and recording inspection missions, 
eliminating the dependency on hand-held remote con-
trols. However, as has been unveiled in the validation 
tests, offsets between the goal poses commanded by 
the operator and the goal poses assumed by the quad-
ruped robot are observed. The accuracy of assuming 
the goal poses by the quadruped robot is satisfactory 
in vicinity of the fiducial tag during the mission re-
cording, but replaying missions show inaccuracies in 
the localization of the quadruped robot. Future work 
may address correcting the offsets of the commanded 
and assumed goal poses to increase the accuracy of 
the HRI framework. Employing a LiDAR sensor on 
the quadruped robot is believed to improve map and 
localization quality. 
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